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biologically unique to the individual and, once compromised, the 
individual has no recourse, is at heightened risk for identity theft, 
and is likely to withdraw from biometric-facilitated transactions.  
Acknowledging the heightened risks associated with misuse of 
biometric information, as evident in recent case law concerning, 
for example, the Illinois Biometric Information Privacy Act 
(BIPA), individuals have standing to sue where their biometric 
information has been obtained in violation of the statute, even 
where they did not allege any specific injury.

Internet of Things and “connected” devices

Currently, two states – California and Oregon – have enacted 
specific legislation directed at Internet of Things (IoT) and 
connected devices.  These newly enacted laws, which took effect 
in January 2020, require manufacturers of connected devices 
to equip those devices with “reasonable security features”.  
Several other states, including Illinois, Kentucky, Maryland, 
Massachusetts, New York, Rhode Island, Vermont, and Virginia, 
are currently considering legislation similar to the California and 
Oregon laws.

The applicability of California’s IoT law is massive.  The defi-
nition of “connected device” is “any device, or other physical 
object that is capable of connecting to the Internet, directly or 
indirectly, and that is assigned an Internet Protocol address or 
Bluetooth address”.  And the law applies to all connected devices 
sold or offered for sale in California, regardless of where they were 
manufactured.  Just think about all of those connected devices 
that you have on you right now, in your office, at your home, and 
add to that all of the connected devices used in industry, such as 
in manufacturing plants, in server farms, for utilities… the list 
goes on.  Oregon’s law, in contrast, is narrower in its application, 
as it is limited to connected devices used primarily for personal, 
family, or household purposes.

While there has not yet been any enforcement of these new IoT 
and connected devices laws, we expect that this will be an active 
area, given the proliferation of these devices’ expected growth, 
especially in view of the current health crisis and the necessity for 
widespread global teleworking.  The California IoT law is clear 
that there is no private right of action and that the CA Attorney 
General, a city attorney, a county counsel, or a district attorney 
have exclusive authority to enforce the law.  The Oregon law, in 
contrast, provides for a private right of action.  What is absent 
from the California legislation and to date, unknown, is the 
penalty for violating the law.  This surely is an area that requires 
attention, particularly for manufacturers of IoT and connected 
devices.

Introduction
While some countries have enacted comprehensive privacy and 
data protection laws, like the EU’s General Data Protection 
Regulation (GDPR), the United States does not have a single, 
comprehensive federal law regulating the collection, use, and 
disclosure of personal information.  Instead, U.S. privacy and 
data protection legislation is comprised of a patchwork system 
of federal and state laws and regulations – hundreds of them!  This 
chapter aims to identify and provide some guidance regarding 
the state privacy and data protection laws.  We have divided these 
U.S. state laws into three sections: (1) Technology-Specific Laws; 
(2) Industry-Specific Laws; and (3) Generally Applicable Laws.

Technology-Specific Laws

Biometric and facial recognition

While there currently is no federal regulatory regime specific 
to biometric data, several states have enacted statutes regu-
lating the collection and use of biometric data, including Illinois, 
Texas, and Washington.  Legislation is currently pending in 
several other states, including Arizona, Florida, Massachusetts, 
Montana, New Hampshire, New York, Oregon, Rhode Island, 
and Vermont.  Further, states that have enacted more compre-
hensive privacy legislation, such as California, include biome-
tric data as part of the definition of personal information that 
is covered by the respective act (e.g., the California Consumer 
Privacy Act – CCPA).  It is also noteworthy that at least one city 
in the U.S. – San Francisco – has banned the use of facial recog-
nition technology by police and other government departments.

The states’ enacted and pending legislation typically requires 
that companies give notice when they are collecting, using, or 
storing biometric information; obtain written consent before 
collecting biometric data from any individual; have a written 
biometric data policy regarding retention and destruction 
of biometric data; and provide for awarding monetary fines, 
including attorneys’ fees, if a violation is found.  There has been, 
and continues to be, active enforcement of these biometric data 
laws, including addressing jurisdictional issues, what specific 
information qualifies as a biometric identifier, and what reme-
dies are appropriate.

Biometric data, such as fingerprints, retinal/iris scans, voice-
prints, facial recognition scans, and other unique biological 
patterns or characteristics that are used to identify a specific 
individual, are unlike other personal identifiers.  Social secu-
rity numbers, driver’s licence numbers, and passport numbers, 
when compromised, can be changed.  Biometrics, however, are 



7Rothwell Figg

Data Protection 2020
© Published and reproduced with kind permission by Global Legal Group Ltd, London

our food, manufacture and deliver new products, manage our 
finances, power our homes, and travel from point A to point 
B.  Some current examples of everyday use of AI technology 
include autonomous/self-driving vehicles, autonomous drones, 
chatbots/AI-enabled customer assistants, AI-enabled robots/
intelligent software agents, search engines, GPS applications, 
smart assistants, AI-enabled wearables, machine learning/deep 
learning algorithms, and facial and voice recognition systems.  
While this AI technology is surely having a positive impact, its 
benefits come with the risk that the use of these new AI tools 
will negatively impact the right to privacy.

The privacy concerns centre on the use of AI technology 
to, for example: identify and track individuals across different 
devices, in their homes, at work, and in public spaces using voice 
or facial recognition; identify individuals who want to remain 
anonymous by re-identification or de-anonymisation; infer 
sensitive information about people from non-sensitive data; and 
to profile.  Unchecked, this AI-driven identification, profiling, 
and automated decision-making can lead to unfair, discrimina-
tory, and/or biased outcomes.

Currently, there are no states with specific legislation directed 
to AI-enabled technologies and privacy.  Several states, however, 
have formed AI task forces to examine AI technologies and 
recommend how such technologies should be regulated.  Those 
states include Vermont, Alabama, New York, and Washington.

E-Reader services and technologies

Digital book services and technologies have been around 
for many years now, and several states have specific legisla-
tion directed to protecting the personal information of users.  
Arizona, California, Delaware, and Missouri have each enacted 
e-Reader privacy laws.  Generally, these laws require public 
libraries and library systems, as well as commercial electronic 
services and online booksellers, to protect the personal infor-
mation of library patrons and users of digital book services and 
technologies, including, for example, records or other informa-
tion that identifies a patron’s borrowing information or use of 
library information resources, and about books browsed, read, 
or purchased from electronic services and online booksellers.

Internet Service Providers

Internet Service Providers (ISPs) have access to a wealth of 
personal information concerning their customers and, as a 
result, some states have laws already in place to govern the ISPs’ 
collection, use, processing, storage, disclosure, sale, and reten-
tion of such information.  California, Maine, Minnesota, and 
Nevada have enacted specific laws directed to ISPs, and 14 other 
states and the District of Columbia have pending legislation that 
would restrict how ISPs can collect, use, and disclose consumer 
data, including users’ health and financial details, web browsing 
history, app usage, and geolocation data.

The Maine law, which passed and went into effect in 2019, is 
currently the most controversial.  Earlier this year, four national 
associations that represent ISPs sued Maine, arguing that the 
law violates First Amendment protections.  Maine’s law requires 
an ISP to obtain consent from a consumer (“opt-in” consent) 
before sharing or using any personal data.  California has a 
similar law, but it requires consumers to “opt-out” by asking 
their ISP to protect their data.  Maine’s ISP law also prohibits a 
provider from refusing to serve a customer, charging a customer 
a penalty, or offering a customer a discount.

Remote tracking and surveillance – cell phones, drones, 
and video 

This year, some countries around the globe have used mass 
surveillance and tracking tools, such as cell phone geolocation 
data, drones, and video surveillance, to stop the spread of the 
novel coronavirus.

Cell phone geolocation data
In the United States, up until a couple of years ago, different 
states had different laws regarding the usage of cell phone loca-
tion tracking data.  However, in 2018, the Supreme Court held 
that the Fourth Amendment of the United States Constitution 
protects privacy interests and expectations of privacy in one’s 
time-stamped cell-site location information (CSLI), notwith-
standing that the information has been shared with a third party 
(i.e., one’s cellular provider), and thus, for government to acquire 
such information, it must obtain a search warrant supported by 
probable cause.  See Carpenter v. U.S., 138 S. Ct. 2206 (2018).

Drones
Just last year, at least three states (California, Indiana, and 
Tennessee) enacted legislation related to drone privacy.  All three 
laws are aimed at protecting people’s personal privacy from 
drone surveillance.  The California law is the narrowest (limited 
to homes/interior spaces with an expectation of privacy); the 
Indiana law prohibits drones over private property or to conduct 
surveillance; and the Tennessee law prohibits using drones to 
capture an image of an individual or event.  Drone privacy will 
undoubtedly be the subject of additional privacy legislation, 
given forecasts regarding increased commercial, police, and 
hobbyist drone usage in the years to come.  Indeed, the recent 
health crisis has made clear the case for drone delivery systems.

Video surveillance
Video surveillance is regulated by a number of states, and there 
are currently no federal laws in place in this area.  State video 
surveillance laws typically fall into one of several categories.  
Some states require consent to use camera surveillance of any 
kind.  Others require consent only if cameras are placed in loca-
tions that are considered private.  Still other states allow camera 
surveillance in public locations but prohibit it in private loca-
tions.  Further states allow video surveillance only if the cameras 
are in plain sight.  In most states, the distinction between what is 
private versus public comes down to one’s expectation of privacy 
in a location; as such, locations such as bedrooms, bathrooms, 
and dressing rooms are typically considered private.

Audio recordings
Notably, some states that allow video recording have strict 
restrictions (i.e., wiretapping laws) on audio recordings.  
Therefore, to the extent one intends to use cameras that record 
audio as well as video, audio recording laws must be followed, 
as well.  Importantly, there is federal legislation providing that 
conversations can only be recorded where at least one of the 
individuals being recorded knows about it.  While certain states 
have enacted legislation largely mirroring the federal legislation, 
a number of them prohibit audio recordings unless all individ-
uals involved have given consent.

Artificial Intelligence

Artificial Intelligence (AI) is quickly transforming life and 
business, improving how we diagnose and treat illnesses, grow 
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Telephones and telemarketing

The Telephone Consumer Protection Act (TCPA) was enacted 
in 1991 for the purpose of restricting telemarketing calls.  The 
TCPA has since been revised, including 2003 revisions which 
established a national Do-Not-Call registry.

A number of states have “mini-TCPA” laws, which piggy-
back on the federal TCPA law, but in many cases are much 
stricter.  Perhaps the strictest of these mini-TCPA laws is the 
Connecticut telemarketing law (Conn. Gen. Stat. § 42-288a), 
which prohibits telephonic sales calls made without prior express 
written consent.  A violation of the Connecticut law is deemed 
an unfair or deceptive trade practice, and under the Connecticut 
Unfair Trade Practices Act (CUTPA), a private plaintiff can seek 
actual damages, punitive damages, and attorneys’ fees.  The 
Connecticut law also provides for a fine of up to $20,000 for each 
violation, plus an additional $5,000 for wilful violations.

The majority of states also have Do-Not-Call registry legisla-
tion, though the majority of these states simply adopt the federal 
Do-Not-Call registry as their own.

Email spam 

The Controlling the Assault of Non-Solicited Pornography and 
Marketing Act of 2003 (the CAN-SPAM Act) is a U.S. statute that 
was established to protect consumers from unsolicited commer-
cial/business emails.  The Federal Trade Commission’s compli-
ance guide for the CAN-SPAM Act includes the following “main 
requirements”: (1) do not use false or misleading header infor-
mation (from, to, reply-to, and routing information); (2) do not 
use deceptive subject lines; (3) identify the message as an ad; (4) 
tell recipients where you are physically located; (5) tell recipients 
how to opt-out of receiving future email from you; (6) honour 
opt-out requests promptly; and (7) monitor what others are doing 
on your behalf.

As with other sectoral areas, many states also have laws regu-
lating unsolicited email (spam).  The majority of state spam 
laws pre-date the federal CAN-SPAM Act, and many are now 
preempted in whole or in part by the CAN-SPAM Act.  However, 
some provisions – such as specific “bulk email” restrictions – 
remain in effect.

It is noteworthy that states’ “bulk email” statutes are typically 
limited to bulk commercial emails (and do not cover other speech, 
such as political or religious speech).  Also noteworthy is that a 
handful of states, such as Georgia, Ohio, and Tennessee, consider 
violations of “bulk email” statutes to be criminal offences.

Children

In 1998, Congress enacted the Children Online Privacy Protection 
Act (COPPA) to limit the collection of personally identifiable 
information from children (under the age of 13) without their 
parents’ consent.  The Act took effect in April 2000.  Among the 
requirements of COPPA, websites must: provide a privacy policy 
describing their information practices with respect to children; 
make reasonable efforts to notify parents regarding the site’s prac-
tices concerning the personal information of children; obtain 
parental consent prior to collection/use/disclosure of personal 
information of children; establish and maintain reasonable proce-
dures to protect the confidentiality, security, and integrity of chil-
dren’s personal information; not require children to provide more 
information than is necessary to participate in the online activity; 
and delete children’s personal information after the reason for 
which it was collected has passed.

The Nevada and Minnesota laws require that an ISP keep 
certain personal information about its customers private, unless 
the customer gives permission to disclose the information.  
Minnesota specifically requires permission from subscribers 
before disclosing information about the subscribers’ online 
surfing habits and Internet sites visited.

Industry-Specific Laws
In addition to the aforementioned technology-specific privacy 
laws, there are a number of “sectoral” state privacy laws that 
overlap, expand, or limit (to what is expressly disclosed in the 
federal statute and nothing more) the protections and require-
ments of their federal counterparts.  Below we review some of 
the more notable sectors.

Students

The Family Educational Rights and Privacy Act (FERPA) was 
enacted in 1974 and requires that federally funded institutions, 
administered by the U.S. Department of Education, comply with 
certain procedures regarding the disclosure and maintenance of 
educational records.  Under FERPA, there are three categories 
of protected information: (1) personally identifiable information 
(which requires student or parent signature for disclosure); (2) 
directory information, such as students’ names, addresses, tele-
phone numbers, and ID numbers (which can be disclosed unless 
a student has “opted-out” of the disclosure); and (3) education 
information, such as transcripts, grades, grade point average, 
social security number, and evaluations (academic, attendance, 
psychological) (which can only be disclosed upon student or 
parent approval).

A large number of states have enacted their own student privacy 
legislation which, inter alia, adds privacy protections to some 
private schools; prohibits the collection of social security numbers; 
prohibits the collection of other personally identifiable informa-
tion, including social media information; provides for data acces-
sibility, transparency, and accountability; and governs student data 
security and data breaches.  A majority of states have also passed 
legislation regarding the adoption of a state-wide longitudinal data 
system (SLDS), which links preschool, K-12, and post-secondary 
education records using unique identifiers that do not permit 
students to be individually identified, but which record informa-
tion about the students to help, inter alia, audit the system.

Two common state statutes regarding student privacy are 
Student Online Personal Information Protection Acts (SOPIPAs), 
as well as statutes regulating contracts between educational insti-
tutions and third parties (which are sometimes incorporated 
into a state’s SOPIPA statute).  Both of these statutes should be 
considered carefully by entities involved in “remote learning” 
given the current health crisis and the closure of schools.

California SB 1177 is an example of a SOPIPA statute.  It 
applies directly to website and application vendors with actual 
knowledge that their website, web service, or application is 
used primarily for K-12 school purposes and was designed and 
marketed for such purposes.  The law prohibits the disclosure, 
use, and sharing of covered information; requires secure storage 
and transmission of covered information; and requires dele-
tion of covered information upon the school district’s request.  
“Covered information” is defined broadly to include any infor-
mation or materials: provided by the student or the student’s 
parent or guardian in the course of their use of the site or appli-
cation; created or provided by employee or agent of educational 
institution; or gathered by the site or application that is descrip-
tive of a student or otherwise identifies a student.
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Some examples of state-specific laws related to health privacy 
include genetic privacy acts, insurance information and privacy 
protection acts, and general health information protection acts 
that are more stringent than HIPAA (and thus override HIPAA’s 
requirements and penalties).

With respect to genetic data, it is important to remember that 
HIPAA’s protections only apply if the data is being processed by 
a “covered entity” or a “business associate” of a covered entity.  
Thus, there is a lot of genetic data out there that is not covered 
by HIPAA, such as that processed and stored by various online 
genetic testing companies, like 23andMe.  State genetic privacy 
laws tend to focus on consent – that is, consent required to 
perform genetic testing and consent required to disclose genetic 
information.  It is also noteworthy that at least five states define 
genetic information as personal property (Alaska, Colorado, 
Florida, Georgia, and Louisiana).

A second type of state health-related privacy law are Insurance 
Information and Privacy Protection Acts.  See, e.g., NC Gen 
Stat § 48-39-5; Conn. Sec. 38a-975 through 999; and California 
Insurance Code §§ 791-791.27.  The purpose of these laws is to 
establish standards for the collection, use, and disclosure of infor-
mation gathered in connection with insurance transactions by 
insurance institutions, agents, or insurance-support organisa-
tions.  A third type of state health-related privacy law are HIPAA-
like statutes that provide for more stringent requirements.  An 
example of such a statute is the California Confidentiality of 
Medical Information Act (CMIA).  Section 56.10(a) of the CMIA 
provides that “[n]o provider of health care, health service plan, 
or contractor shall disclose medical information regarding a 
patient of the provider of health care or an enrollee or subscriber 
of a health care service plan without first obtaining an authorization, 
except as provided in subdivision (b) or (c)”.  Section 56.13 further 
expands the CMIA’s restriction on disclosure: “[a] recipient of 
medical information pursuant to an authorization… may not 
further disclose that medical information except in accordance 
with a new authorization that meets the requirements of 56.11[.]”  
Thus, one could argue that the CMIA requires authorisation for 
any disclosure of medical information, by anyone.

Financial

There are a number of federal financial privacy and data protec-
tion laws.  For example, the Gramm-Leach-Bliley Act (GLBA) 
is a federal law in the United States that requires financial insti-
tutions to explain how they share and protect customers’ private 
information.  The requirements and protections provided by the 
GLBA include, but are not limited to, the following: (1) financial 
institutions must create privacy policies; (2) financial institutions 
must specifically disclose their information-sharing practices; 
and (3) financial institutions must give customers an “opt-out” 
to allow customers the ability to prevent the disclosure/sharing 
of private information.

Several states, such as Alaska, California, Connecticut, Florida, 
Illinois, and Vermont, have financial privacy laws in place that 
are “stricter versions” of the GLBA, i.e., providing individuals 
with the right to receive notice and opt-in (instead of opting- 
out) to allow a financial institution to share non-public personal 
information with third parties.  Some states’ financial privacy 
laws also allow consumers to choose not to have their informa-
tion shared with affiliates of their financial institution.

Generally Applicable Laws
The CCPA has received a lot of attention in recent years for 
being the “de facto” United States privacy law.  However, there 

There are at least two state statutes that are also directed at 
children’s online privacy.  California’s Digital World Act, §§ 
22580-22582, also called the “eraser” bill, inter alia, (1) permits 
minors  [defined as a natural person under 18 years of age and 
who resides in the state] to remove or request/obtain removal 
of content or information posted on an Internet website, online 
service, or application; (2) prohibits operators of websites, 
online services, and applications from marketing/advertising to 
minors products and services that minors are legally prohibited 
from buying (such as alcoholic beverages, firearms and hand-
guns, and ammunition); and (3) prohibits operators of websites, 
online services, and applications from marketing/advertising a 
product or service if the marketing or advertising “is specifically 
directed to that minor based upon information specific to that 
minor, including, but not limited to, the minor’s profile, activity, 
address, or location sufficient to establish contact with a minor, 
and excluding Internet Protocol (IP) address and product iden-
tification numbers for the operation of a service”.

Delaware also has a statute directed at children’s online 
privacy, which mirrors several of the provisions in the afore-
mentioned California statute.  Section 1204C of the Delaware 
Online Privacy and Protection Act (DOPPA) is entitled 
“Prohibitions on online marketing or advertising to a child”, 
and “child” is defined therein to be an individual under the age 
of 18 and resident in the state.  Section 1204C of the DOPPA 
prohibits operators of websites, online or cloud computing 
services, and applications directed at children from placing 
marketing or advertising on their products or services that is 
inappropriate for children’s viewing (such as alcohol, tobacco, 
firearms, and pornography).  Also like the California statute, the 
DOPPA prohibits an operator of an Internet service who has 
actual knowledge that a child is using the Internet service from 
using the child’s personally identifiable information to market or 
advertise products or services to the child.

Health

HIPAA stands for the Health Insurance Portability and 
Accountability Act, which is the main federal law that protects 
personal health information (PHI) in the United States.  There 
are three main “rules” under HIPAA: (1) the privacy rule, 
which sets national standards for when PHI may be used and 
disclosed; (2) the security rule, which specifies safeguards that 
covered entities and their business associates must implement 
to protect the confidentiality, integrity, and availability of elec-
tronic PHI (ePHI); and (3) the breach notification rule, which 
requires covered entities to notify affected individuals, the U.S. 
Department of Health and Human Services, and, in some cases, 
the media, of a breach of unsecured PHI.  HIPAA’s standards 
and requirements apply to: (1) covered entities, which include 
(a) providers of health or medical care services, such as doctors, 
dentists, clinics, pharmacies, and nursing homes, and (b) any 
health plans that provide or pay the cost of health care, such 
as company health plans, government programmes (such as 
Medicare and Medicaid), health insurance companies, and health 
maintenance organisations (HMOs); and (2) “business associ-
ates” of covered entities (i.e., people/organisations that create, 
receive, maintain, or transmit PHI on behalf of a covered entity).

Most states have also enacted laws regarding the use, collec-
tion, and disclosure of health information.  As with other stat-
utes, where HIPAA already speaks on a specific area, HIPAA 
applies and the state law is preempted; state law takes effect if 
there is no HIPAA provision on a specific subject, if the state 
law is more stringent than HIPAA, or if there is an exception 
under HIPAA.
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that there are also sectoral federal laws requiring secure data 
destruction and disposal, such as HIPAA and the FTC’s 
Disposal Rule, which has secure disposal requirements for 
information contained in consumer reports.)  Most of the state 
disposal laws apply to both paper and electronic records.  Also, 
most of the state disposal laws apply to businesses and govern-
ments, though a minority of states’ disposal laws apply only to 
businesses.  Virginia’s disposal law applies only to government 
bodies.

Data breach notification

All U.S. states (as well as the District of Columbia, Guam, Puerto 
Rico, and the U.S. Virgin Islands) have enacted data breach noti-
fication laws, requiring that individuals and entities affected by 
a data breach notify their customers and other parties about the 
breach and take specific outlined steps to remedy the situation.  
(It is notable that, like with secure disposal, there are also sectoral 
federal laws regarding data breach notification, including HIPAA 
and the GLBA.)

California enacted the first data breach notification law, which 
became effective in 2003, and most states have piggybacked 
on this law in passing their own legislation.  Typical require-
ments of state data breach notification laws require businesses 
to notify customers of data breaches where the breached infor-
mation comprises personal information (which is a defined term, 
and varies from state to state) and, in some cases (usually based 
on the amount of compromised information), to notify the state 
Attorney General.

Data security

The majority of U.S. states have enacted data security laws, requiring 
businesses and/or government agencies that own, license, or main-
tain personal information to implement and maintain “reason-
able security procedures and practices” (or some similar phrase) 
to protect the information from unauthorised access, use, and 
destruction.  (It is notable that, like with secure disposal and data 
breach notifications, there are also sectoral federal laws regarding 
data security, including HIPAA and the GLBA.)

Depending on the statute, specific security measures may be 
required – such as designating an employee or employees to coor-
dinate the entity’s security measures to protect against a security 
breach, identification of risks of a breach in security, retention of 
service providers to safeguard personal information, employee 
training, periodic security audits or assessments, development 
of standards or guidelines, and corporate reporting of security 
measures.

Conclusion
There are hundreds of state privacy and data protection statutes, 
and that number continues to grow as states regulate new areas 
(such as IoT and AI), as the world faces new challenges (such as 
the coronavirus pandemic, which has shed light on numerous 
changes that should be made to existing privacy laws), and as 
states increasingly enact general privacy statutes (similar to the 
CCPA).  While it is virtually impossible for any individual to keep 
apprised of all laws and legal developments in the United States, 
what is possible – and practical – is to stay informed on the subject 
areas of regulation and the trends.  This allows for issue-spot-
ting, which then provides a starting point for further research into 
specific laws that may be applicable to any given situation.

are a number of other states that have passed, or have pending, 
general privacy legislation.  For example, the Nevada Privacy Law 
(SB-220), which went into effect on October 1, 2019, requires 
the posting of certain information in companies’ privacy policies 
(including the categories of data collected, data subject rights to 
request and change data, and the effective date of the policy), and 
grants consumers a right to opt-out of the sale of their personal 
data.  The Nevada statute also provides for a $5,000 penalty per 
violation, as well as temporary and permanent injunctions.

Below is an overview of some categories of other generally appli-
cable (i.e., not industry- or technology-specific) state privacy laws.

Privacy policy creation and posting laws

Several states have laws requiring the creation and disclosure of 
a privacy policy.  For example, Del. Code Tit. 6 § 205C requires 
an operator of a commercial Internet website, online or cloud 
computing service, online application, or mobile application 
that collects personally identifiable information through the 
Internet about individual users residing in Delaware who use 
or visit the operator’s website, service, or application to make 
its privacy policy conspicuously available on its website, service, 
or application.  Some states have similar privacy policy creation 
and posting laws but they are restricted to specific industries or 
types of information.  For example, Conn. Gen. Stat. § 42-471 
requires any individual, firm, partnership, association, corpora-
tion, limited liability company, organisation, or other entity who 
collects social security numbers (SSNs) in the course of business 
to create and publicly display a privacy policy on a web page, and 
the policy must protect the confidentiality of the SSNs, prohibit 
the unlawful disclose of the SSNs, and limit access to the SSNs.

Data sharing and data broker registration

The CCPA and the Nevada Privacy Law both allow consumers to 
opt-out of the sale and sharing of their personal information.  It 
is expected that other state laws will soon follow suit, requiring 
companies to allow consumers to opt-out of the sale and sharing 
of their personal information.

It is also noteworthy that sectors which require opt-in consent to 
process personal information already have a de facto restriction on 
selling and sharing personal information.  See, e.g., “Biometric and 
facial recognition” and “Children” (above).

Some states have additionally started to require data brokers 
to register with the state, upon which the state makes the registry 
available to the public via a website.  Vermont started this trend 
with the passage of H.764, and it was later followed by California, 
which adopted legislation (A.B. 1202) supplemental to the CCPA 
requiring the registration of data brokers.

Under Vermont H.764, “data broker” is broadly defined as “a 
business, or unit or units of a business, separately or together, that 
knowingly collects and sells or licenses to third parties the brokered 
personal information of a consumer with whom the business does 
not have a direct relationship”.  California A.B. 1202 similarly 
broadly defines “data broker” to encompass entities which engage 
in non-monetary data sharing.  It is expected that more states will 
likely implement data broker registries in the future.

Data destruction and secure disposal

The majority of U.S. states have enacted disposal laws, requiring 
that personal information be securely disposed of, destroyed, 
or otherwise rendered unreadable/indecipherable.  (It is notable 
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